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Abstract

We propose the notion of normalized Laplacian matrix $\mathcal{L}(\Phi)$ for a gain graph $\Phi$ and study its properties in detail, providing insights and counterexamples along the way. We establish bounds for the eigenvalues of $\mathcal{L}(\Phi)$ and characterize the classes of graphs for which equality holds. The relationships between the balancedness, bipartiteness, and their connection to the spectrum of $\mathcal{L}(\Phi)$ are also studied. Besides, we extend the edge version of eigenvalue interlacing for the gain graphs. Thereupon, we determine the coefficients for the characteristic polynomial of $\mathcal{L}(\Phi)$.

1 Introduction

Spectral graph theory is the study of the properties of a graph related to the characteristic polynomial, eigenvalues, and eigenvectors of matrices associated with the graph, such as the adjacency matrix, Laplacian matrix, and so on [1, 3, 7, 8, 9]. Several structural properties of graphs are deduced from the eigenvalues of these matrices. For example, the number of edges (via the adjacency, Laplacian, and signless Laplacian), the number of connected components (via the Laplacian and normalized Laplacian), bipartiteness (via the adjacency and normalized Laplacian), and the number of bipartite components (via the signless Laplacian and normalized Laplacian), etc.

The normalized Laplacian matrices for both undirected and directed graphs are well-studied matrix classes in spectral graph theory. The eigenvalues and eigenvectors of the normalized Laplacian matrices reveal several combinatorial properties of the underlying graphs. In particular, the second smallest eigenvalue of the normalized Laplacian is useful in studying the mixing rate of random walks, expansion of a graph, Cheeger constant, etc. For more details, we refer to the monograph by Chung [7]. The normalized Laplacian for directed graphs are studied by Bauer [2] and Chung [6].
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A directed graph (or digraph) \( X \) is an ordered pair \((V(X), E(X))\), where \( V(X) = \{v_1, v_2, \ldots, v_n\} \) is the vertex set and \( E(X) \) is the directed edge set. A directed edge from the vertex \( v_s \) to the vertex \( v_t \) is denoted by \( \overrightarrow{e_{st}} \). If \( \overrightarrow{e_{st}} \in E(X) \) and \( \overrightarrow{e_{ts}} \in E(X) \), then the pair \( \{v_s, v_t\} \) is called a digon of \( X \). The underlying graph of \( X \) is a simple undirected graph obtained from \( X \) by replacing a directed edge by an undirected edge and it is denoted by \( \Gamma(X) \). The Hermitian adjacency matrix of a digraph \( X \) is denoted by \( H(X) \) and is defined as follows:

\[
(s, t)\text{-th entry of } H(X) = h_{st} = \begin{cases} 
1 & \text{if } \overrightarrow{e_{st}} \in E(X) \text{ and } \overrightarrow{e_{ts}} \in E(X), \\
i & \text{if } \overrightarrow{e_{st}} \in E(X) \text{ and } \overrightarrow{e_{ts}} \notin E(X), \\
-i & \text{if } \overrightarrow{e_{st}} \notin E(X) \text{ and } \overrightarrow{e_{ts}} \in E(X), \\
0 & \text{otherwise.}
\end{cases}
\]

This was introduced by Guo and Mohar [10] and Liu and Li [14]. In a very recent paper [19], Yu et al. studied the notion of Hermitian normalized Laplacian matrix.

For a given group \( G \), a \( G \)-gain graph is a graph \( G \) with each orientation of an edge of \( G \) is assigned an element \( g \in G \) (called a gain of the oriented edge) and whose inverse \( g^{-1} \) is assigned to the opposite orientation of the edge. The notion of the \( G \)-gain graph was introduced by Zaslavsky [20, 21]. Let \( T = \{z \in \mathbb{C} : |z| = 1\} \) be the multiplicative group of unit complex numbers. If \( G = T \), we call \( G \) as a \( T \)-gain graph (or a gain graph). Note that the Hermitian adjacency matrix can be considered as the adjacency matrix of a \( T \)-gain graph where the gains are from \( \{1, \pm i\} \). In 2012, Reff introduced the notion of the adjacency matrix and Laplacian matrix of a gain graph canonically [17]. Afterward, Mehatari et al. studied several spectral properties of gain adjacency matrices [15].

In this article, we define the notion of gain normalized Laplacian matrix for a gain graph. We aim to study some of the basic properties of gain normalized Laplacian matrix, and to establish the connections between its eigenvalues and the structural properties of the underlying graph. Many results from the papers mentioned above have been extended here in the context of gain normalized Laplacian matrix and a complete proof of many new results, along with counter examples for results that do not follow, have been provided. We start by defining the gain normalized Laplacian \( L(\Phi) \), analogous to the Hermitian Laplacian defined in [19]. Then, we study the properties of the spectrum of \( L(\Phi) \) and characterize its eigenvalues to establish a relation between structural properties of the underlying graph \( G \).

We then obtain bounds for eigenvalues of \( L(\Phi) \), and characterize, in terms of both structure of the graph and gains of the edges, the classes of graphs for which the inequality is sharp. Thereupon, we study the relationship between the balancedness, bipartiteness, and spectral radius of the normalized Laplacian associated with a graph. On top of that, we investigate the symmetry of the eigenvalues of \( L(\Phi) \), and provide an edge-version of the eigenvalue interlacing result. We finish our theoretical exposition by presenting two expressions for the coefficients of the characteristic polynomial of \( L(\Phi) \).

This article is organized as follows: In Section 2, we include some of the known results which are useful for this work. In Section 3, we start by defining the gain normalized Laplacian matrix for a gain graph and present some of its basic properties with a significant focus on spectral and balancedness related properties. In Section 4, an equivalent condition
for the equality of set of eigenvalues of $\mathcal{L}(\Phi)$ and their connections with the structure of the underlying graph is provided. Next, we provide an edge version of the eigenvalue interlacing result in section 5. In Section 6, the coefficients of the characteristic polynomial of $\mathcal{L}(\Phi)$ are determined.

2 Preliminaries

Let $G = (V, E)$ be a simple, undirected, finite graph with the vertex set $V(G) = \{v_1, \ldots, v_n\}$ and the edge set $E(G) \subseteq V \times V$. If two vertices $v_i$ and $v_j$ are adjacent, we write $v_i \sim v_j$, and the edge between them is denoted by $e_{ij}$, i.e., $e_{ij} = (v_i, v_j) \in E(G)$. The degree of the vertex $v_j$ is denoted by $d_j$. The $(0,1)$-adjacency matrix or simply the adjacency matrix of $G$ is an $n \times n$ matrix, denoted by $A(G) = (a_{ij}) \in \mathbb{R}^{n \times n}$, whose rows and columns are indexed by the vertex set of the graph and the entries are defined by

$$a_{ij} = \begin{cases} 1 & \text{if } v_i \sim v_j \\ 0 & \text{otherwise.} \end{cases} \quad (2.1)$$

We define a diagonal matrix $D(G) = \text{diag}(d_1, d_2, \ldots, d_n)$, where $d_i$ is the degree of vertex $v_i$ in the underlying graph $G$ and the normalized adjacency matrix is defined as $A(G) = D^{-\frac{1}{2}}A(G)D^{-\frac{1}{2}}$. The (combinatorial) Laplacian matrix of a graph $G$ is defined as $L(G) = D(G) - A(G)$. The normalized Laplacian of a graph $G$, without isolated vertices, is defined as $\mathcal{L}(G) = D^{-\frac{1}{2}}(G)L(G)D^{-\frac{1}{2}}(G) = I - D^{-\frac{1}{2}}(G)A(G)D^{-\frac{1}{2}}(G)$. It is clear that $\mathcal{L}(G)$ is symmetric positive semi-definite. For further theory and applications related to the graph Laplacians, we refer to [4, 7].

For any simple graph $G$, each undirected edge $e_{st} \in E(G)$ is associated with a pair of oriented edges, namely $\overrightarrow{e_{st}}$ and $\overleftarrow{e_{ts}}$. The set of all such oriented edges of a simple graph $G$ is known as the oriented edge set of $G$, and is denoted by $\overrightarrow{E}(G)$. A $\mathbb{T}$-gain graph (or a gain graph) on a simple graph $G$ is a triplet $\Phi = (G, \mathbb{T}, \varphi)$ such that the map (the gain function) $\varphi: \overrightarrow{E}(G) \to \mathbb{T}$ satisfies $\varphi(\overrightarrow{e_{st}}) = \varphi(\overleftarrow{e_{ts}})^{-1}$. That is, for an oriented edge $\overrightarrow{e_{st}}$, if we assign a value $g$ (the gain of the edge $\overrightarrow{e_{st}}$) from $\mathbb{T}$, then assign $g^{-1}$ to the oriented edge $\overleftarrow{e_{ts}}$. For simplicity, we use $\Phi = (G, \varphi)$ to denote a $\mathbb{T}$-gain graph instead of $\Phi = (G, \mathbb{T}, \varphi)$, and call $\varphi$ a $\mathbb{T}$-gain on $G$ if $\Phi = (G, \varphi)$ is a $\mathbb{T}$-gain graph on $G$. In [17], Refs studied the notion of the adjacency matrix $A(\Phi) = (a_{st})_{n \times n}$ of a $\mathbb{T}$-gain graph $\Phi$. The entries of $A(\Phi)$ are given by

$$a_{st} = \begin{cases} \varphi(\overrightarrow{e_{st}}) & \text{if } v_s \sim v_t, \\ 0 & \text{otherwise.} \end{cases}$$

It is clear that the matrix $A(\Phi)$ is Hermitian, and hence its eigenvalues are real. When $\varphi(\overrightarrow{e_{st}}) = 1$ for all $e_{st}$, then $A(\Phi) = A(G)$. Thus we can consider $G$ as a $\mathbb{T}$-gain graph and we write this by $(G, 1)$. By slight abuse of notation, we sometimes write $\varphi(e_{ij})$ as only $\varphi_{ij}$. The Laplacian matrix $L(\Phi)$ is defined as $L(\Phi) = D(G) - A(\Phi)$, where $D(G) = \text{diag}(d_1, d_2, \ldots, d_n)$ is a diagonal matrix and $d_i$ is the degree of vertex $v_i$ in the underlying graph $G$. It is known that $L(\Phi)$ is Hermitian and positive semi-definite.
The gain of a cycle (with some orientation) $C = v_1v_2 \ldots v_lv_1$, denoted by $\varphi(C)$, is defined as the product of the gains of its edges, that is
$$\varphi(C) = \varphi(e_{12})\varphi(e_{23}) \cdots \varphi(e_{(l-1)l})\varphi(e_{ll}).$$

A cycle $C$ is said to be neutral if $\varphi(C) = 1$, and a gain graph is said to be balanced if all its cycles are neutral. For a cycle $C$ of $G$, we denote the real part of the gain of $C$ by $\Re(\varphi(C))$, and it is independent of the orientation. A function from the vertex set of $G$ to the complex unit circle $\mathbb{T}$ is called a switching function. Two gain graphs $\Phi_1 = (G, \varphi_1)$ and $\Phi_2 = (G, \varphi_2)$ are switching equivalent, written as $\Phi_1 \sim \Phi_2$, if there is a switching function $\zeta : V \to \mathbb{T}$ such that
$$\varphi_2(e_{ij}) = \zeta(v_i)^{-1}\varphi_2(e_{ij})\zeta(v_j).$$

The switching equivalence of two gain graphs can be defined in the following equivalent way: Two gain graphs $\Phi_1 = (G, \varphi_1)$ and $\Phi_2 = (G, \varphi_2)$ are switching equivalent, if there exists a diagonal matrix $D_\zeta$ with diagonal entries from $\mathbb{T}$, such that
$$A(\Phi_2) = D_\zeta^{-1}A(\Phi_1)D_\zeta. \quad (2.2)$$

Switching equivalence preserves connectivity and balancedness. We write $\Phi \sim (G, 1)$, if $\Phi$ is switching equivalent to the gain which assigns 1 to all the edges of $G$.

**Theorem 2.1** ([21]). Let $\Phi = (G, \varphi)$ be a $\mathbb{T}$-gain graph. Then $\Phi$ is balanced if and only if $\Phi \sim (G, 1)$,

**Theorem 2.2** ([15, Theorem 4.5]). Let $G$ be a connected graph. Then

(i) If $G$ is bipartite, then whenever $\Phi$ is balanced implies $-\Phi$ is balanced.

(ii) If $\Phi$ is balanced implies $-\Phi$ is balanced for some gain $\Phi$, then the graph is bipartite.

For a matrix $A = (a_{ij}) \in \mathbb{C}^{n \times n}$, define $|A| = (|a_{ij}|)$. Let $\rho(A)$ and $\text{spec}(A)$ denote the spectral radius and the set of eigenvalues of $A$, respectively. The following results about nonnegative matrices will be useful throughout the article.

**Theorem 2.3** ([12, Theorem 8.1.8]). Let $A, B \in \mathbb{C}^{n \times n}$ and suppose that $B$ is nonnegative. If $|A| \leq B$, then $\rho(A) \leq \rho(|A|) \leq \rho(B)$.

**Theorem 2.4** ([12, Theorem 8.4.5]). Let $A, B \in \mathbb{C}^{n \times n}$. Suppose that $A$ is nonnegative and irreducible, and $A \geq |B|$. Let $\lambda = e^{i\varphi}\rho(B)$ be a given maximum-modulus eigenvalue of $B$. If $\rho(A) = \rho(B)$, then there is a diagonal unitary matrix $D \in \mathbb{C}^{n \times n}$ such that $B = e^{i\varphi}DAD^{-1}$.

Next is the well-known Courant-Fisher theorem, which provides a variational formulation for the eigenvalue problem of the Hermitian matrices.

**Theorem 2.5** ([16]). Let $H$ be an $n \times n$ Hermitian matrix with eigenvalues $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n$. For an integer $k$ ($1 \leq k \leq n$), we have
where $x^{(1)}, x^{(2)}, \ldots, x^{(k-1)}$ are linearly independent.

3 Normalized gain Laplacian matrices

In this section we introduce the notion of the gain normalized Laplacian matrix, and study some of the spectral properties of the $\mathbb{T}$-gain graphs. The gain normalized Laplacian matrix $L(\Phi) = (L_{ij}) \in \mathbb{C}^{n \times n}$ is defined entry-wise by

$$L_{ij} = \begin{cases} 1 & \text{if } v_i = v_j \text{ and } d_i \neq 0, \\ -\frac{1}{\sqrt{d_i d_j}} & \text{if } v_i \sim v_j \text{ and } v_j \sim v_i, \\ -\frac{\varphi(e_{ij})}{\sqrt{d_i d_j}} & \text{if } v_i \sim v_j \text{ and } v_j \nabla v_i, \\ -\frac{\gamma(e_{ij})}{\sqrt{d_i d_j}} & \text{if } v_i \nabla v_j \text{ and } v_j \sim v_i, \\ 0 & \text{otherwise.} \end{cases}$$

Next, we shall prove a couple of basic properties about the gain normalized Laplacian matrices. The following characterization of bipartiteness with the normalized adjacency spectrum is useful throughout the article.

Lemma 3.1. For a connected graph $G$, $\text{spec } A(G) = \text{spec } A(\overline{G})$ if and only if $G$ is bipartite.

Proof. If $G$ is bipartite, then it is easy to see that $\text{spec } A(G) = \text{spec } A(\overline{G})$. Conversely, let $\text{spec } A(G) = \text{spec } A(\overline{G})$. We know that 0 is an eigenvalue of $L(G)$, and hence 1 is an eigenvalue of $A(G)$. By the assumption, $-1$ is an eigenvalue of $A(G)$, and hence 2 is an eigenvalue of $L(G)$. Thus, by [7, Lemma 1.7], $G$ is bipartite.

The following lemmas characterize switching equivalence in terms of the spectrum and spectral radius of associated gain matrices.

Lemma 3.2. Let $\Phi_1$ and $\Phi_2$ be two connected gain graphs. If $\Phi_1 \sim \Phi_2$, then the following statements hold:

1. $\text{spec}(A(\Phi_1)) = \text{spec}(A(\Phi_2))$.
2. $\text{spec}(A(\Phi_1)) = \text{spec}(A(\Phi_2))$.
3. $\text{spec}(L(\Phi_1)) = \text{spec}(L(\Phi_2))$. 
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4. $\text{spec}(\mathcal{L}(\Phi_1)) = \text{spec}(\mathcal{L}(\Phi_2))$.

Proof. Let $A(\Phi_2) = D^{-1}A(\Phi_1)D$. Then, we have $\text{spec}(A(\Phi_1)) = \text{spec}(A(\Phi_2))$. It is clear that, $A(\Phi_2) = D^{-1}A(\Phi_1)D$, and hence $\text{spec}(A(\Phi_1)) = \text{spec}(A(\Phi_2))$. Now, as $D - A(\Phi_2) = D^{-1}D - A(\Phi_1)D$, so $\text{spec}(L(\Phi_1)) = \text{spec}(L(\Phi_2))$. Also, $L(\Phi_2) = (D^{-1}D^{-1}D^{-1})L(\Phi_1) = (D^{-1}D^{-1}D^{-1}),$ hence $L(\Phi_2) = D^{-1}L(\Phi_1)D$ and $\text{spec}(L(\Phi_1)) = \text{spec}(L(\Phi_2))$. 

Lemma 3.3. Let $\Phi = (G, \varphi)$ be a connected $\mathbb{T}$-gain graph. Then the following statements hold:

(i) $\rho(A(\Phi)) \leq \rho(|A(\Phi)|) = \rho(A(G))$.

(ii) $\rho(A(\Phi)) \leq \rho(|A(\Phi)|) = \rho(A(G))$.

(iii) $\rho(L(\Phi)) \leq \rho(|L(\Phi)|) = \rho(L(-G))$.

Proof. (i) and (ii) follow from Theorem 2.3 because $|A(\Phi)| \leq A(G)$, and therefore $|A(\Phi)| \leq A(G)$. (iii) follows trivially because $\rho(L(-G)) = 2$. 

The next two lemmas give the quadratic form of normalized Laplacian in terms of graph properties, which helps obtain results for the corresponding matrix spectrum.

Lemma 3.4. [17, Lemma 5.3] Let $\Phi$ be a gain graph on $n$ vertices and $x = (x_1, x_2, \ldots, x_n) \in \mathbb{C}^n$ be a row vector. Then

$$x^*L(\Phi)x = \sum_{v_i \sim v_j} |x_i - a_{ij}x_j|^2. \quad (3.2)$$

Lemma 3.5. Let $\Phi$ be a connected gain graph. Then for every vector $x \in \mathbb{C}^n$, the following holds

$$x^*L(\Phi)x = \sum_{v_i \sim v_j} \left| \frac{x_i}{\sqrt{d_i}} - \frac{x_j}{\sqrt{d_j}} - a_{ij} \frac{x_j}{\sqrt{d_j}} \right|^2. \quad (3.3)$$

Proof. Let $y = D^{-\frac{1}{2}}x$. Then $x^*L(G)x = (D^{-\frac{1}{2}}x)^*L(G)(D^{-\frac{1}{2}}x) = y^*L(G)y$. Thus, by Lemma 3.4, we have $x^*L(G)x = \sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2$. Writing in terms of $x$ yields the result. 

Let $\Phi$ be a connected gain graph. For complex column vectors $x$ and $x^{(i)}$, we define the vectors

$$y = D^{-\frac{1}{2}}x, \quad y^{(i)} = D^{-\frac{1}{2}}x^{(i)}.$$ 

Note that $y \perp y^{(1)}, y^{(2)}, \ldots, y^{(k-1)}$ if and only if $x \perp x^{(1)}, x^{(2)}, \ldots, x^{(k-1)}$. By Lemma 3.4 and Theorem 2.5, we have

$$\lambda_k = \max_{x^{(1)}, x^{(2)}, \ldots, x^{(k-1)} \in \mathbb{C}^n} \min_{x \perp x^{(1)}, x^{(2)}, \ldots, x^{(k-1)}; x \neq 0} \frac{x^*L(\Phi)x}{x^*x},$$
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For two complex numbers

Proof.

Theorem 3.6.

The following two theorems establish bounds on the spectrum of gain normalized Laplacian matrix and the sharpness of the bounds are discussed in the next section.

Theorem 3.7.
(ii) If $\Phi$ is a gain graph and $n \geq 2$, then $\lambda_2 \leq \frac{n}{n-1}$. If $\Phi$ is balanced, then $\lambda_n \geq \frac{n}{n-1}$.
Moreover, equality in both cases holds if and only if $\Phi$ is a balanced complete graph.

(iii) $\lambda_1 < 1$ and $\lambda_n > 1$.

**Proof.**
(i) It follows from considering the trace of $L(\Phi)$.
(ii) Since all the eigenvalues are non-negative, it implies, $\sum_{i=2}^{n} \lambda_i \leq \sum_{i=1}^{n} \lambda_i = n$, which then implies $(n-1)\lambda_2 \leq n$.

Let $\Phi$ be balanced. Then $\lambda_1 = 0$, implying $\sum_{i=2}^{n} \lambda_i \geq \sum_{i=1}^{n} \lambda_i = n$, which in turn implies $(n-1)\lambda_n \geq n$. Now if $G$ is complete, then by [7, Lemma 1.7], $\lambda_2 = \frac{n}{n-1}$.
Conversely, suppose $\lambda_2 = \frac{n}{n-1}$. Then $\lambda_2 = \lambda_3 = \cdots = \lambda_n = \frac{n}{n-1}$, and $\lambda_1 = 0$. Thus, by Corollary 4.4, $\Phi$ is balanced. In this case, the underlying graph $G$ is complete.

(iii) Note that $n\lambda_1 \leq \sum_{i=1}^{n} \lambda_i = n$ and $n\lambda_n \geq \sum_{i=1}^{n} \lambda_i = n$. So $\lambda_1 \leq 1$ and $\lambda_n \geq 1$. Assume that $\lambda_1 = 1$. Then $\lambda_1 = \lambda_2 = \cdots = \lambda_n = 1$ since their sum equals to $n$. This implies that $L(\Phi) = I_n$ and $D^{-\frac{1}{2}}(\Phi)A(\Phi)D^{-\frac{1}{2}}(\Phi) = 0$. This is a contradiction to the fact that $\Phi$ is connected. Hence $\lambda_1 < 1$. Similarly, we have $\lambda_n > 1$. 

\qed

4 Balancedness, bipartiteness and the eigenvalues of normalized gain Laplacian matrices of graphs

In this section we will establish the relationship between balancedness and bipartiteness of a gain graph and their connections with the spectra of gain normalized Laplacian.

**Theorem 4.1.** Let $\Phi = (G, \varphi)$ be a connected $\mathbb{T}$-gain graph. Then, $\text{spec}(L(\Phi)) = \text{spec}(L(G))$ if and only if $\Phi \sim (G, 1)$.

**Proof.** If $\text{spec}(L(\Phi)) = \text{spec}(L(G))$, then, it is easy to see that, $\text{spec}(A(\Phi)) = \text{spec}(A(G))$. Thus, by Lemma 3.3 and Theorem 2.4, $A(\Phi) = e^{i\theta}D_\xi A(G)D_\xi^{-1}$, where $D_\xi$ is a unitary diagonal matrix, and hence $A(\Phi) = e^{i\theta}D_\xi A(G)D_\xi^{-1}$. As both the matrices $A(\Phi)$ and $A(G)$ are symmetric, so $\theta$ is either 0 or $\pi$. That is, either $\Phi$ is balanced or $-\Phi$ is balanced. If $\Phi$ is balanced, then, by Theorem 2.1, we are done. If $-\Phi$ is balanced, then, by Lemma 3.2, $\text{spec}(A(G)) = \text{spec}(-A(\Phi))$. By the assumption, we have $\text{spec}(A(G)) = \text{spec}(-A(G))$. Thus, by Lemma 3.1, $G$ is bipartite. hence, by Theorem 2.2, $\Phi$ is balanced.

Conversely, if $\Phi \sim (G, 1)$, then, by Lemma 3.2, $\text{spec}(L(\Phi)) = \text{spec}(L(G))$. \qed

**Remark 4.2.** Theorem 4.1 shows that converse of Lemma 3.2 is true in the case of $\Phi_1 \sim (G, 1)$, but this may not be true in general. That is, if $\text{spec}(L(\Phi_1)) = \text{spec}(L(\Phi_2))$, then the $\Phi_1$ and $\Phi_2$ need not be switching equivalent. The counterexample is illustrated below.

Consider two complete gain graphs on 3 vertices with the following adjacency matrices:

$$A(\Phi_1) = \begin{bmatrix} 0 & i & \frac{1+i}{\sqrt{2}} \\ -i & 0 & -i \\ \frac{1-i}{\sqrt{2}} & i & 0 \end{bmatrix} \quad \text{and} \quad A(\Phi_2) = \begin{bmatrix} 0 & -\frac{1+i}{\sqrt{2}} & i \\ -\frac{1-i}{\sqrt{2}} & 0 & -i \\ -i & i & 0 \end{bmatrix}.$$
Then, it is easy to check that \( \text{spec}(\mathbf{A}(\Phi_1)) = \text{spec}(\mathbf{A}(\Phi_2)) \), which implies that corresponding gain adjacency matrices are unitarily similar, i.e.,

\[
\mathbf{A}(\Phi_2) = U\mathbf{A}(\Phi_1)U^*
\]

and they are related by the following unitary matrix relation:

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
0 & i & \frac{1+i}{\sqrt{2}} \\
-i & 0 & -i \\
\frac{1-i}{\sqrt{2}} & i & 0
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
0 & -\frac{1+i}{\sqrt{2}} & i \\
\frac{1-i}{\sqrt{2}} & 0 & -i \\
-i & i & 0
\end{bmatrix}
\]

Now, suppose that there exists an unitary diagonal matrix \( D = \text{diag}(d_1, d_2, d_3) \), such that Eq. (4.1) holds. After putting \( D \) in Eq. (4.1) and comparing coefficients, we get

\[
\begin{cases}
d_1d_2 = \frac{i-1}{\sqrt{2}} \\
d_1d_3 = \frac{1+i}{\sqrt{2}} \\
d_2d_3 = 1
\end{cases}
\]

which, after eliminating \( d_1, d_2 \) and \( d_3 \), gives \( 1 = -1, \) a contradiction. Thus, if \( \text{spec}(\mathcal{L}(\Phi_1)) = \text{spec}(\mathcal{L}(\Phi_2)) \), then \( \Phi_1 \) and \( \Phi_2 \) need not be switching equivalent. Also, it is known that, if \( \Phi_1 \sim \Phi_2 \) then \( \text{spec}(\mathbf{A}(\Phi_1)) = \text{spec}(\mathbf{A}(\Phi_2)) \). The converse of this result was not considered in the literature. The above example shows that, the converse need not be true.

It is known that, the Laplacian matrix of a gain graph is singular if and only if the gain is balanced [18]. Next result is a counterpart for the gain normalized Laplacian. The proof uses the Perron–Frobenius theorem, and also gives an alternate proof for the gain Laplacian case.

**Theorem 4.3.** Let \( \Phi \) be a connected gain graph. Then, \( \mathcal{L}(\Phi) \) is nonsingular if and only if \( \Phi \) is an unbalanced connected gain graph.

**Proof.** If \( \Phi \) is balanced, then \( \mathbf{A}(G) = D^{-1}_\zeta \mathbf{A}(\Phi)D_\zeta \), where \( D_\zeta \) is an unitary diagonal matrix. Thus, \( D^{-\frac{1}{2}} \mathbf{A}(G)D^{-\frac{1}{2}} = D^{-\frac{1}{2}}D^{-1}_\zeta \mathbf{A}(\Phi)D_\zeta D^{-\frac{1}{2}} = D^{-\frac{1}{2}}D^{-\frac{1}{2}} \mathbf{A}(\Phi)D^{-\frac{1}{2}}D_\zeta \). Thus \( \mathcal{A}(G) \) and \( \mathcal{A}(\Phi) \) are similar, hence \( \mathcal{L}(G) \) and \( \mathcal{L}(\Phi) \) are similar. So, if \( \Phi \) is balanced, then \( \mathcal{L}(\Phi) \) is singular.

We have \( \mathcal{L}(\Phi) = I - D^{-\frac{1}{2}} \mathbf{A}(\Phi)D^{-\frac{1}{2}} \). If \( \lambda \) is an eigenvalue of \( \mathcal{L}(\Phi) \), then \( (I - D^{-\frac{1}{2}} \mathbf{A}(\Phi)D^{-\frac{1}{2}})x = \lambda x \), for some non-zero vector \( x \). Thus, \( D^{-\frac{1}{2}} \mathbf{A}(\Phi)D^{-\frac{1}{2}}x = (1-\lambda)x \). So \( \text{spec}(D^{-\frac{1}{2}} \mathbf{A}(\Phi)D^{-\frac{1}{2}}) \subseteq [-1, 1] \). If 0 is an eigenvalue of \( \mathcal{L}(\Phi) \), then 1 is an eigenvalue of \( \mathcal{A}(\Phi) \). So, by Theorem 2.4, \( \mathcal{A}(\Phi) = D\mathcal{A}(G)D^{-1} \), and hence \( \Phi \) is balanced. \( \square \)

The following corollary is pivotal in proving several important results prevailing in the spectral theory for gain normalized Laplacian.

**Corollary 4.4.** For a connected \( \mathbb{T} \)-gain graph \( \Phi \), the following statements are equivalent.

(i) \( \mathcal{L}(\Phi) \) is singular.
(ii) $0$ is a simple eigenvalue of $L(\Phi)$.

(iii) $\Phi \sim (G, 1)$.

**Proof.** Proof follows from Theorem 4.3. Note that, $0$ is a simple eigenvalue of $L(\Phi)$ because, by statement (iii), we have $\text{spec}(L(\Phi)) = \text{spec}(L(G))$, then statement (ii) follows from Theorem 3.7 as $\Phi$ is connected.

The next theorem provides a connection between the spectrum of $L(\Phi)$ and $L(-\Phi)$ leading to the corollaries that characterize the bipartiteness in terms of the balancedness.

**Theorem 4.5.** Let $0 \leq \lambda_1 \leq \cdots \leq \lambda_n$ be the eigenvalues of $L(\Phi)$. If $0 \leq \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_n \leq 2$ are the eigenvalues of $L(-\Phi)$, then

(i) $\alpha_i = 2 - \lambda_{n-i+1}$.

(ii) $\text{spec}(L(\Phi)) = \text{spec}(L(-\Phi))$ if and only if all eigenvalues of $L(\Phi)$ (resp. $L(-\Phi)$) are symmetric about 1 (including multiplicities), i.e., for each eigenvalue $\lambda_i, 2 - \lambda_i$ is also an eigenvalue of $L(\Phi)$ (resp. $L(-\Phi)$).

**Proof.** (i) Because $L(\Phi) + L(-\Phi) = 2I$.

(ii) If $\text{spec}(L(\Phi)) = \text{spec}(L(-\Phi))$, then $\lambda_i = \alpha_i = 2 - \lambda_{n-i+1}$, and $\alpha_i = \lambda_i = 2 - \alpha_{n-i+1}$.

Conversely, suppose $\lambda_i = 2 - \lambda_{n-i+1}$ (resp. $\alpha_i = 2 - \alpha_{n-i+1}$). Since $\alpha_i = 2 - \lambda_{n-i+1}$ (resp. $\lambda_i = 2 - \alpha_{n-i+1}$), it implies that $\alpha_i = \lambda_i$, which completes the proof.

**Remark 4.6.** Let $\Phi = (G, \varphi)$ be a connected $T$-gain graph. Then, it is easy to see that, $\rho(L(-\Phi)) = \rho(L(-G)) = 2$ if and only if $\Phi$ is balanced. Also, $\rho(L(\Phi)) = \rho(L(-G))$ if and only if $-\Phi$ is balanced.

**Conjecture 4.7.** Let $\Phi = (G, \varphi)$ be a connected $T$-gain graph. Then, $\rho(L(\Phi)) = \rho(L(G))$ implies $\Phi$ is balanced.

We note that the converse true from Theorem 4.1.

In the following theorem, we show that the above conjecture holds for bipartite graphs.

**Theorem 4.8.** If $G$ is bipartite, then $\rho(L(\Phi)) = \rho(L(G))$ implies $\text{spec}(L(G)) = \text{spec}(L(\Phi))$ for every gain $\varphi$.

**Proof.** Let $G$ be a bipartite graph, and $\Phi$ be such that $\rho(L(\Phi)) = \rho(L(G))$. Then, because $G$ is bipartite, we have $\rho(L(G)) = 2$, implying $\rho(L(\Phi)) = 2$, which by Remark 4.6 implies $\Phi$ is balanced and hence, by using Theorem 4.1, we have $\text{spec}(L(G)) = \text{spec}(L(\Phi))$.

The following corollaries characterize the bipartiteness in terms of the balancedness, spectrum, and spectral radius of the gain normalized Laplacian matrix.

**Corollary 4.9.** Let $\Phi$ be a connected gain graph. Then the following holds:
(i) If $\Phi$ is a balanced bipartite graph, then 2 is an eigenvalue of $L(\Phi)$.

(ii) If $\Phi$ is balanced and 2 is an eigenvalue of $L(\Phi)$, then $\Phi$ is bipartite.

(iii) If $\Phi$ is bipartite and 2 is an eigenvalue of $L(\Phi)$, then $\Phi$ is balanced.

Proof. Proof follows from Theorem 2.2 and Theorem 4.5.

Remark 4.10. The assumption of balancedness in second part of Corollary 4.9 cannot be dropped, as shown in the following example. Consider the following Laplacian of a complete gain graph $\Phi$ on 3 vertices:

$$L(\Phi) = \begin{bmatrix} 1 & 1/2 & 1/2 \\ 1/2 & 1 & 1/2 \\ 1/2 & 1/2 & 1 \end{bmatrix}.$$ 

Then, it is easy to check that, $\text{spec}(L(\Phi)) = \{0.5, 0.5, 2\}$. Thus, even though 2 is an eigenvalue, $\Phi$ is neither bipartite nor balanced.

Corollary 4.11. Let $\Phi = (G, \phi)$ be a connected $\mathbb{T}$-gain graph. Then the following statements hold:

(i) If $\text{spec}(L(G)) = \text{spec}(L(\Phi))$ implies $\rho(L(-G)) = \rho(L(\Phi))$ for some gain $\phi$, then $G$ is bipartite.

(ii) If $G$ is bipartite, then $\text{spec}(L(G)) = \text{spec}(L(\Phi))$ if and only if $\rho(L(-G)) = \rho(L(\Phi))$ for every gain $\phi$.

Proof. The proof follows from Theorem 4.1, Theorem 2.2 and Remark 4.6.

Corollary 4.12. Let $\Phi = (G, \phi)$ be a connected $\mathbb{T}$-gain graph. Then the following statements hold:

(i) If $\text{spec}(L(G)) = \text{spec}(L(\Phi))$ implies $\rho(L(\Phi)) = \rho(L(-\Phi))$ for some gain $\phi$, then $G$ is bipartite.

(ii) If $G$ is bipartite, then $\text{spec}(L(G)) = \text{spec}(L(\Phi))$ implies $\rho(L(\Phi)) = \rho(L(-\Phi))$ for every gain $\phi$.

Proof. (i) Let $\text{spec}(L(G)) = \text{spec}(L(\Phi))$ implies $\rho(L(\Phi)) = \rho(L(-\Phi))$. Then, by Theorem 4.1 that, $\Phi$ is balanced. Since $\rho(L(\Phi)) = \rho(L(-\Phi))$, then $\lambda_n = \alpha_n = 2 - \alpha_1$. By Remark 4.6, we have $\alpha_n = 2$, which implies $\alpha_1 = 0$. So, by using Corollary 4.4, $-\Phi$ is bipartite. Thus, it follows from Theorem 2.2 that $G$ is bipartite.

(ii) Let $G$ be a bipartite graph and $\text{spec}(L(G)) = \text{spec}(L(\Phi))$. Then it follows from Theorem 4.1 that $\Phi$ is balanced and therefore, by Theorem 2.2, $-\Phi$ is also balanced. Thus, using Remark 4.6, $\rho(L(\Phi)) = \rho(L(-\Phi)) = 2$. 

\qed
Here we try to provide a generalization of the classic result regarding bipartite graphs that the spectrum of normalized Laplacian of graph is symmetric about one if and only if the graph is bipartite.

**Theorem 4.13.** Let $\Phi$ be a connected gain graph. If $\Phi$ is bipartite, then all the eigenvalues of $L(\Phi)$ are symmetric about 1 (including multiplicities), i.e., for each eigenvalue $\lambda_i$, $2 - \lambda_i$ is also an eigenvalue of $L(\Phi)$.

**Proof.** If $\Phi$ is bipartite, then $A(\Phi)$ can be expressed as $\begin{bmatrix} 0 & B \\ B^* & 0 \end{bmatrix}$. It is clear that the following holds

$$\begin{bmatrix} -I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & -B \\ -B^* & 0 \end{bmatrix} \begin{bmatrix} -I & 0 \\ 0 & I \end{bmatrix} = \begin{bmatrix} 0 & B \\ B^* & 0 \end{bmatrix},$$

implying that $A(\Phi)$ and $A(-\Phi)$ are unitarily similar. Therefore, $\text{spec}(A(\Phi)) = \text{spec}(A(-\Phi))$, and hence the result follows. \qed

**Remark 4.14.** The converse of Theorem 4.13 may not be true, as shown in the following counter example.

Consider the normalized Laplacian matrix of a complete gain graph $\Phi$ on 3 vertices given by:

$$L(\Phi) = \begin{bmatrix} 1 & -i/2 & -i/2 \\ i/2 & 1 & -i/2 \\ i/2 & i/2 & 1 \end{bmatrix}.$$  

Then, it is easy to check that, $\text{spec}(L(\Phi)) = \{1 - \sqrt{3}/2, 1, 1 + \sqrt{3}/2\}$. Hence, although the eigenvalues of $L(\Phi)$ are symmetric about 1, $\Phi$ is not bipartite.

## 5 Eigenvalue Interlacing

Here, we will prove the edge version of the eigenvalue interlacing result and will be closely following the techniques given in [5] for our proofs.

**Lemma 5.1 ([5]).** Suppose that for real numbers $a, b$ and $\gamma$,

$$a^2 - 2\gamma^2 \geq 0, \quad b^2 - \gamma^2 > 0, \quad \text{and} \quad \frac{a^2}{b^2} \leq 2.$$

Then

$$\frac{a^2 - 2\gamma^2}{b^2 - \gamma^2} \leq \frac{a^2}{b^2}.$$

**Theorem 5.2 (Eigenvalue Interlacing).** Let $\Phi$ be a gain graph on $n$ vertices without isolated vertices and $G - e$ be the gain graph obtained from $\Phi$ by removing the edge $e$. Assume that $0 \leq \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n$ and $0 \leq \theta_1 \leq \theta_2 \leq \ldots \leq \theta_n$ are the eigenvalues of $L(\Phi)$ and $L(\Phi - e)$, respectively. Then

$$\lambda_{i-1} \leq \theta_i \leq \lambda_{i+1}$$

for each $i = 1, 2, \ldots, n$, with the convention that $\lambda_0 = 0$ and $\lambda_{n+1} = 2$.  


Proof. Without loss of generality, we suppose that the edge $\vec{e} = (v_1, v_2)$ is removed, i.e. $a_{12} = \varphi(e)$ is replaced by $a_{12} = 0$. After deleting the edge $e$, the degrees of $v_1$ and $v_2$ are decreased by one. As shown earlier, we have

$$\lambda_k = \max_{y(1), y(2), \ldots, y(k-1) \in \mathbb{C}^n} \min_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2}{\sum_i d_i |y_i|^2}$$

$$= \min_{y(k+1), y(k+2), \ldots, y(n) \in \mathbb{C}^n} \max_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2}{\sum_i d_i |y_i|^2}$$

The summations $\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2$ and $\sum_i d_i |y_i|^2$ no longer includes the pair $\{1, 2\}$. Thus,

$$\theta_k = \max_{y(1), y(2), \ldots, y(k-1) \in \mathbb{C}^n} \min_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2 - |y_1 - \varphi(e)y_2|^2}{\sum_i d_i |y_i|^2 - |y_1|^2 - |y_2|^2}$$

In order to bring the subtracted terms in single variable, so that Lemma 5.1 can be applied to get the desired result, we relax the minimization constraint by introducing a special relation $y_1 = -\varphi(e)y_2$. So we have,

$$\theta_k \leq \max_{y(1), y(2), \ldots, y(k-1) \in \mathbb{C}^n} \min_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2 - |y_1 - \varphi(e)y_2|^2}{\sum_i d_i |y_i|^2 - |y_1|^2 - |y_2|^2}$$

$$= \max_{y(1), y(2), \ldots, y(k-1) \in \mathbb{C}^n} \min_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2 - 4|y_1|^2}{\sum_i d_i |y_i|^2 - 2|y_1|^2}$$

$$\leq \max_{y(1), y(2), \ldots, y(k-1) \in \mathbb{C}^n} \min_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2}{\sum_i d_i |y_i|^2}$$

(By Lemma 5.1)

$$\leq \max_{y(k+1), y(k+2), \ldots, y(n) \in \mathbb{C}^n} \min_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2}{\sum_i d_i |y_i|^2} = \lambda_{k+1},$$

where the vectors $e_1, e_2$ are the standard basis vectors. In the second inequality we have used Lemma 5.1 with $\gamma^2 = 2|y_1|^2$, $a^2 = \sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2$ and $b^2 = \sum_i d_i |y_i|^2$.

Similarly, using the min-max version of the Courant-Fischer Theorem 2.5, we have

$$\theta_k = \min_{y(k+1), y(k+2), \ldots, y(n) \in \mathbb{C}^n} \max_{y \neq 0; y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij}y_j|^2 - |y_1 - \varphi(e)y_2|^2}{\sum_i d_i |y_i|^2 - |y_1|^2 - |y_2|^2}$$
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After relaxing the maximization constraint set by introducing a special relation \( y_1 = \varphi(e) y_2 \), we get

\[
\theta_k \geq \min_{y^{(k+1)}, y^{(k+2)}, \ldots, y^{(n)} \in \mathbb{C}^n, \ y \perp y^{(k+1)}, y^{(k+2)}, \ldots, y^{(n)}, \ y 
\neq 0; \ y \in \mathbb{C}^n} \max_{y_1 = \varphi(e) y_2; \ y \neq 0; \ y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij} y_j|^2 - |y_1 - \varphi(e) y_2|^2}{\sum_i d_i |y_i|^2 - |y_1|^2 - |y_2|^2}
\geq \min_{y^{(k)}, y^{(k+2)}, \ldots, y^{(n)} \in \mathbb{C}^n, y \perp y^{(k)}, y^{(k+2)}, \ldots, y^{(n)}, y 
\neq 0; \ y \in \mathbb{C}^n} \max_{e_1 \sim \varphi(e) e_2; \ y \neq 0; \ y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij} y_j|^2}{\sum_i d_i |y_i|^2}
\geq \min_{y^{(k)}, y^{(k+2)}, \ldots, y^{(n)} \in \mathbb{C}^n, y \perp y^{(k)}, y^{(k+2)}, \ldots, y^{(n)}, y 
\neq 0; \ y \in \mathbb{C}^n} \max_{y \neq 0; \ y \in \mathbb{C}^n} \frac{\sum_{v_i \sim v_j} |y_i - a_{ij} y_j|^2}{\sum_i d_i |y_i|^2} = \lambda_{k-1},
\]

Hence

\[
\lambda_{k-1} \leq \theta_k \leq \lambda_{k+1}
\]

with the convention \( \lambda_0 = 0 \) and \( \lambda_{n+1} = 2 \). The values of \( \lambda_0 \) and \( \lambda_{n+1} \) have been chosen to make the upper and lower bounds true for \( \theta_0 \) and \( \theta_n \). The cases when \( e = (v_2, v_1) \) and \( e \) is a digon can be proved similarly.

**Remark 5.3.** Theorem 5.2 also holds when \( \Phi \) has isolated vertices. In this case some additional zero eigenvalues exist. The removal of an edge is only taken on the subgraph without isolated vertices. The eigenvalue interlacing relation can be considered on the corresponding submatrix.

The following is a direct consequence of Theorem 5.2.

**Corollary 5.4.** Let \( \Phi \) be a gain graph and \( \mathcal{H} \) be a spanning subgraph of \( \Phi \) such that \( |E(\Phi - \mathcal{H})| \leq t \) for some integer \( t \). Assume that \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \) and \( \theta_1 \leq \theta_2 \leq \ldots \leq \theta_n \) are eigenvalues of \( \mathcal{L}(\Phi) \) and \( \mathcal{L}(\mathcal{H}) \), respectively. Then

\[
\lambda_{k-t} \leq \theta_k \leq \lambda_{k+t} \quad \text{for each} \quad k = 1, 2, \ldots, n,
\]

with the convention

\[
\lambda_{1-t} = \lambda_{2-t} = \ldots = \lambda_0 = 0,
\lambda_{n+1} = \lambda_{n+2} = \ldots = \lambda_{n+t} = 2.
\]

### 6 Characteristic Polynomial of \( \mathcal{L}(\Phi) \)

In this section, we will first recall some known definitions. Then, we will compute the coefficients of the characteristic polynomials in terms of the gains of the edges. In [19, section 4], the authors considered characteristic polynomials for normalized Hermitian Laplacian matrix, while in [15], characteristic polynomials for gain adjacency matrix was considered.
Theorem 6.1. Let \( A \) be the adjacency matrix of a graph \( G \). Then
\[
\det(A(G)) = \sum_{H \in \mathcal{H}(G)} (-1)^{r(H)}2^{c(H)} \prod_{C \in \mathcal{C}(H)} \Re(C),
\]
where \( r(H) \) is the number of components in \( H \) and \( c(H) \) is the number of cycles in \( H \).

Theorem 6.2. Let \( \Phi \) be a gain graph with the underlying graph \( G \). Then
\[
\det(A(\Phi)) = \sum_{H \in \mathcal{H}(\Phi)} (-1)^{r(H)}2^{c(H)} \prod_{C \in \mathcal{C}(H)} \Re(C),
\]
where \( r(H) \) is the number of components in \( H \) and \( c(H) \) is the number of cycles in \( H \).

Theorem 6.3. Let \( \Phi \) be any gain graph with the underlying graph \( G \). Let \( P_\Phi(x) = x^n + a_1x^{n-1} + \cdots + a_n \) be the characteristics polynomial of \( \Phi \). Then
\[
a_i = \sum_{H \in \mathcal{H}_i(G)} (-1)^{r(H)}2^{c(H)} \prod_{C \in \mathcal{C}(H)} \Re(C),
\]
where \( \mathcal{H}_i(G) \) is the set of elementary subgraphs of \( G \) with \( i \) vertices.

Theorem 6.4. Let \( A(\Phi) \) be the adjacency matrix of a gain graph \( \Phi = (G, \varphi) \). Then
\[
\det(A(\Phi)) = \sum_H (-1)^{r(H)}2^{c(H)} \prod_{C \in \mathcal{C}(H)} \Re(\varphi(C)),
\]
where the sum is over all spanning elementary subgraphs \( H \) of \( \Phi \).
Proof. Proof follows from the proofs of Theorem 6.1 and Theorem 6.2.

It is easy to see that, the above theorem extends [14, Theorem 2.7] for gain graphs.

Theorem 6.5. Let Phi be a gain graph and Gamma(x, A(Phi)) = x^n + a_1 x^{n-1} + a_2 x^{n-2} + ... + a_n be its characteristic polynomial of A(Phi). Then

\[ (-1)^k a_k = \sum_H (-1)^{r(H)} 2^s(H) \prod_{C \in C(H)} \mathcal{R}(\varphi(C)), \]

where the sum is over all the elementary subgraphs H of Phi with k vertices.

Proof. The proof follows from the proofs of Sachs coefficient theorem and Theorem 6.3.

It is easy to see that the above theorem extends [14, Theorem 2.8] for gain graphs.

Next, we discuss the combinatorial description of coefficients of the characteristic polynomials of gain normalized Laplacian matrices. Similar to [19], we now introduce a new polynomial in order to attain the required results:

\[ \det[(x-1)I - D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}] = (x-1)^n + c_1'(x-1)^{n-1} + c_2'(x-1)^{n-2} + ... + c'_n. \]

Then

\[ \det[(x-1)I + D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}] = (-1)^n \det[(1-x)I - D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}] \]

and \((-1)^k c'_k\) equals to the sum of all \(k \times k\) minors of \(D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}\). It follows that

Lemma 6.6. Let Phi be a gain graph on n vertices and Gamma(x, L(Phi)) = (x-1)^n + c_1(x-1)^{n-1} + c_2(x-1)^{n-2} + ... + c_n. Then \(c_k, k = 1, 2, ..., n\), is the sum of all \(k \times k\) minors of \(D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}\).

Theorem 6.7. Let Phi be a gain graph on n vertices and Gamma(x, L(Phi)) = (x-1)^n + c_1(x-1)^{n-1} + c_2(x-1)^{n-2} + ... + c_n. Then

\[ c_k = \sum_H (-1)^{r(H)} 2^s(H) \prod_{C \in C(H), v \in V(H)} \mathcal{R}(\varphi(C)) \prod_{v \in V(H)} d(\text{deg}(v)) \]

where the summation is over all the elementary subgraphs H of Phi with k vertices and \(d(\text{deg}(v))\) is the degree of the vertex v in Phi.

Proof. By Lemma 6.6, \(c_k\) is the sum of all \(k \times k\) minors of \(D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}\). Each such \(k \times k\) minors of \(D^{-\frac{1}{2}} A(\Phi) D^{-\frac{1}{2}}\) is the product of the corresponding \(k \times k\) minors of \(D^{-\frac{1}{2}}, A(\Phi), D^{-\frac{1}{2}}\), respectively. Moreover, any \(k \times k\) minor of \(A(\Phi)\) is the determinant of gain adjacency matrix of an induced subgraph of Phi with k vertices. So the result holds by Theorem 6.5.

The following result is a counterpart of the well-known Sachs coefficient theorem for the gain normalized Laplacian. The proof is similar to that of [19, Theorem 4.2]. For the sake of completeness, we include a proof here.
Theorem 6.8. Let $\Phi$ be a gain graph on $n$ vertices and $\Gamma(x, \mathcal{L}(\Phi)) = x^n + b_1 x^{n-1} + b_2 x^{n-2} + \ldots + b_n$. Then for $k = 1, 2, \ldots, n$

$$(-1)^k c_k = \sum_H (-1)^{r(H) + o(H)} \frac{2^{\phi(C)}}{D_H} \prod_{C \subset \mathcal{C}(H)} \Re(\varphi(C))$$

where the sum is over all dissection subgraphs $H$ of $\Phi$ with $k$ vertices, $o(H)$ denotes the number of odd cycles in $H$, $D_H = \prod_{v \in V(H), d_H(v) \neq 0} d_\Phi(v)$, $d_\Phi(v)$ is the degree of the vertex $v$ in $\Phi$.

Proof. As stated earlier, $(-1)^k c_k = \sum_k M_k$ where $M_k$ is the $k \times k$ minor of $\mathcal{L}(\Phi)$. Let $B = \{i_1, i_2, \ldots, i_k\}$ be a subset of $V(G)$ with $k$ vertices, and $H$ be the subgraph induced on $B$. As $M_k = \sum_{\sigma} \text{sgn}(\sigma) \mathcal{L}_{i_1 \sigma(i_1)} \mathcal{L}_{i_2 \sigma(i_2)} \ldots \mathcal{L}_{i_k \sigma(i_k)}$, so we need to consider only the terms with $\mathcal{L}_{i_1 \sigma(i_1)} \mathcal{L}_{i_2 \sigma(i_2)} \ldots \mathcal{L}_{i_k \sigma(i_k)}$ is non-zero. It is clear that, the term $\mathcal{L}_{i_j \sigma(i_j)} \neq 0$ if and only if $\sigma(i_j) = i_j$, or $\sigma(i_j) \neq i_j$ and the vertices $i_j$ and $\sigma(i_j)$ are adjacent in $H$. Let $\sigma$ be a permutation corresponding to the non-zero term. Then $\sigma$ can be written as the product of disjoint cycles, say

$$(i_1, i_2, \ldots, i_s)(i_{s+1}, i_{s+2}, \ldots, i_t)(i_{m+1}) \ldots (i_k).$$

Let $f(H)$ be the number of fixed vertices under $\sigma$, $o(H)$ is the number of odd cycles in $\sigma$ and $c_l$ be the number of cycles of length $l$. Then $f(H) + \sum_l l c_l = n$ and $n - f(H) \equiv o(H) \pmod{2}$. As $\text{sgn}(\sigma) = (-1)^{e(H)}$ where $e(H)$ is the number of even cycles in $\sigma$, we have

$$r(H) = n - f(H) - o(H) - e(H) \equiv e(H) \pmod{2}$$

and hence

$$\text{sgn}(\sigma) = (-1)^{r(H)}.$$

A 2-cycle in $\sigma$ corresponds to an edge of $H$. For each cycle $(i_1 i_2 \ldots i_r)(r \geq 3)$ in $\sigma$, there exists a cycle $i_1 i_2 \ldots i_r i_1$ in $H$ corresponding to it. So each non-zero term gives rise to a dissection graph. That is, $H$ is a dissection subgraph of $\Phi$. Let $B_1$ be the set of fixed vertices under $\sigma$. Let $B_2$ be the set of edges in $H$ corresponding to the 2-cycles in the disjoint cycle factorization of $\sigma$. Let $C_1, C_2, \ldots, C_l$ be all cycles of $H$ corresponding to the cycles of length more than 2 in the disjoint cycle factorization of $\sigma$. Note that any 2-cycles $(i_s, i_t)$ in $\sigma$ corresponds to the nonzero factor $\mathcal{L}_{i_s \sigma(i_s)} = \frac{1}{d_{i_s} d_{i_t}}$. Any $r$-cycle $(i_1 i_2 \ldots i_r)(r \geq 2)$ in $\sigma$ corresponds to the non-zero factor of $\mathcal{L}_{i_1 \sigma(i_1)} \mathcal{L}_{i_2 \sigma(i_2)} \ldots \mathcal{L}_{i_r \sigma(i_r)} = \frac{(-1)^{r} \varphi(C)}{d_{i_1} d_{i_2} \ldots d_{i_r}}$, where $C$ is the cycle $i_1 i_2 \ldots i_r i_1$ in $H$ and $\varphi(C)$ is the gain of the cycle $C$. Thus

$$\text{sgn}(\sigma) \mathcal{L}_{i_1 \sigma(i_1)} \mathcal{L}_{i_2 \sigma(i_2)} \ldots \mathcal{L}_{i_k \sigma(i_k)}$$

$$= (-1)^{r(H)} \prod_{i_j \in B_1} \mathcal{L}_{i_j i_j} \prod_{(i_j, \sigma(i_j)) \in B_2} \mathcal{L}_{(i_j, \sigma(i_j))} \prod_{i_j \sigma(i_j)} \mathcal{L}_{\sigma(i)} \ldots \prod_{i_j \sigma(i_j)} \mathcal{L}_{\sigma(i)}$$

$$= (-1)^{r(H)} \left( \prod_{(i_j, \sigma(i_j)) \in B_2} \frac{1}{d_{i_j} d_{\sigma(i_j)}} \right) \cdot \left( \prod_{i_j \sigma(i_j)} \frac{(-1)^{\phi(C)}}{D(C_i)} \right)$$

$$= (-1)^{r(H) + o(H)} \frac{1}{D_H} \prod_{i=1}^{l} \varphi(C_i),$$
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where \( g(C_i) \) is the length of \( C_i \), \( D(C_i) = \prod_{v \in V(C_i)} d_\Phi(v) \), \( D_H = \prod_{v \in V(H), d_H(v) \neq 0} d_\Phi(v) \) and \( d_\Phi(v) \) (resp. \( d_H(v) \)) is the degree of the vertex \( v \) in \( \Phi \) (resp. \( H \)).

Each dissection graph \( H \) with \( k \) vertices gives rise to several permutations \( \sigma \) for which the corresponding term in the minor expansion is non-zero. For a cycle in \( H \), there are two ways to choose the corresponding cycle in \( \sigma \). For example, the cycle \( i_1 j_1 i_2 j_2 \ldots i_r j_r \) corresponds to \((i_1 j_1 i_2 j_2 \ldots i_r j_r)\) and \((i_r j_r \ldots i_1 j_1)\). So the number of such \( \sigma \) arising from a given \( H \) is \( 2^{c(H)} \) where \( c(H) \) is the number of cycles in \( H \). Note that \( s(H) = c(H) \) for dissection graph \( H \). Moreover, if for one direction of a permutation, a cycle \( C \) in \( H \) has the value \( \phi(C) \), then for the other direction the cycle has the value \( \overline{\phi(C)} \). Thus each dissection graph \( H \) contributes \((-1)^{s(H)+o(H)}\frac{1}{D_H} \prod_{C \in \mathcal{C}(H)} [\phi(C) + \overline{\phi(C)}] \). This completes the proof. 

\[ \Box \]
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